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To characterize energy resources and study of hydrodynamic effects induced by marine hydrokinetic
devices in tidal channels, numerical models need to provide reliable representations of turbine arrays. In
regions disconnected from the grid, near coastal protected areas and other relevant economic activities,
there is a pressing need to evaluate the impacts of limited-size arrays. Here, we use the emblematic
Chacao Channel in Southern Chile to understand the effects of bathymetry and array placement on
energy extraction in strongly tidal channels. We implement in FVCOM a parameterization from a pre-
viously derived high-resolution model to represent a group of turbines in different locations. We first

K ds: . . . .
l\/zrvivr?er esnergy analyze the complexity of the bathymetry to define the appropriate grid size and obtain a correct rep-
FVCOM resentation of the interaction of turbines with the bed morphology. We simulate a base case to identify

three suitable locations in the channel where we analyze the effects of the turbines: From simulations we
compute the changes in the mean velocity, turbulent kinetic energy (TKE), and bed shear stress. The
results show that baseline velocities and TKE are the main factors on the momentum extraction despite
the bed complexity. However, in flatter bathymetries, changes on TKE and bottom shear are significantly
larger compared to complex morphologies, since turbine arrays modify considerably the original flow
conditions. Simulations also provide additional insights that are critical to evaluate the local impacts,
showing the directionally-dependent flow resistance of tidal channels, in which the interactions with
bathymetry change the downstream effects of turbine arrays in flood or ebb regimes.

© 2022 Elsevier Ltd. All rights reserved.

MHK devices

1. Introduction typically designed to be connected to the grid [7,8]. Initial de-

velopments in the South Pacific Ocean, in the coast of Chile, will

The use of marine hydrokinetic (MHK) devices for extracting
tidal energy has become an attractive alternative to alleviate the
ever-increasing world energy demand [1—3]. In many coastal re-
gions, tidal energy offers advantages over other renewable sources,
since it is predictable with minimal visual impacts [4—6]. However,
there are still multiple technical and environmental challenges that
current technologies will have to address, specially when analyzing
the flow impacts produced by the deployment of finite-sized arrays.
Previous investigations on the effects of turbine arrays in tidal
channels have mostly considered large-scale farms, which are
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focus first on small-scale installations to supply isolated areas with
the objective of reducing emissions and contributing to achieve the
national commitments toward carbon neutrality [9].

The Chacao Channel (41°47'S, 73°32'W), which connects the
Pacific Ocean with the interior fjords in the south of Chile, stands
out in the region due to its tidal energy potential with flow ve-
locities that reach over 4 m/s [10]. This site is a characteristic
example of a tidal channel with a complex ecosystem and con-
flicting human activities, where the assessment of the impacts
produced by installing a finite-sized MHK farm is critical to un-
derstand the effects on physical habitats and local hydrodynamics.
Changes on flow acceleration, bottom shear, and increases on tur-
bulent kinetic energy (TKE) induced by turbines can modify sedi-
ment transport patterns and modulate the local morphodynamics
[11,12].

Numerical simulations in ocean circulation models (OCM)
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represent MHK devices by implementing a parameterization of
turbine arrays, modifying the flow resistance coefficients or adding
a sink of momentum in the governing equations of the flow. Both
approaches have been considered in two-dimensional (2D) models,
increasing bed friction [13,14], or applying a momentum sink to
represent different turbine separations by changing the device
density (i.e., numbers of devices per unit area) in the grid elements
[15,16]. In three-dimensional (3D) simulations, on the other hand,
increasing the bed friction [17] might not capture the effects of the
turbine arrays as the vertical position of the devices is not
considered. The momentum sink approach has been successfully
implemented in 3D models such as ROMS [18], which was used by
Ref. [19] to represent MHK devices on a flat channel, and later by
Ref. [20] on a realistic bathymetry. The 3D model FVCOM [21],
which considers unstructured elements to adapt the grid to the
coastline, has also been employed with the momentum sink
approach to represent MHK devices over flat bathymetries [22] and
in natural conditions [23—25]. Models of MHK devices in real ma-
rine environments using OCMs, however, typically simulate an
unrealistic number of turbines that exceed hundreds or even
thousands of units [7,13,22].

These previous formulations cannot be applied when a small
number of devices interact with the flow in finite-sized arrays, in
cases where changes in the resistance force or momentum caused
by different turbine distributions are relevant. This problem can be
solved by representing just one turbine per grid cell, but in that
case, the location of the devices is restricted by the grid resolution
of the computational domain and the bathymetric data. Consid-
ering the distribution of the devices in larger-scale models with
simplified representations is essential to capture their effects on
the local environment, since depending on their distance and
relative positions, the velocities can change in direction and
magnitude, producing also more efficient configurations than
others [26,27].

In this work, we use numerical simulations to represent a finite-
sized farm of MHK devices in the Chacao channel to assess their
effects on the local physical environment. To represent the in-
teractions between the tidal current and the bathymetry, we use
the FVCOM model and incorporate a new momentum sink
approach [28] to the MHK module developed by O'hara et al. [23].
Turbines are represented at larger scales by considering a localized
force, and the effects of the turbine array are represented by a
thrust coefficient, Cirqrm, Which considers the lateral separation and
the number of rows of MHK devices for a staggered distribution of
turbines. To select the location of the installation site, we study the
undisturbed conditions in the Chacao channel and compute the
viable zones depending on the local velocities, according to the
ranges of operation of commercial devices. After choosing the
location of the farm, we analyze the local bathymetry using the
variogram method [29] to design an appropriate numerical grid
that can resolve the essential features of the bed and relate them to
the flow/turbine interactions. Finally, we evaluate how tides and
different local bathymetries interact with the finite-sized farms. In
particular, we observe changes in the streamwise velocity, TKE, and
shear stresses at the bed since they can produce significant impacts
on the local environment, in line with our overall goal of assessing
changes due to the installation of MHK turbine arrays in the Chacao
channel.

2. Numerical simulations of MHK farms in the Chacao
Channel

To simulate the tidal flow in the channel we use FVCOM, a 3D
unstructured finite-volume hydrodynamic model that solves the
primitive ocean circulation equations for mass, momentum,
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salinity, and temperature of the flow forced by tides, wind stress,
and river discharges [21]. The governing equations for mass and
momentum conservation solved in the x, y, and z directions (East,
North, and vertical directions, respectively) can be written as
follows:
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where u, v, and w are the velocities in the East, North, and vertical
directions, respectively. The water column depth is the sum of the
bottom depth and the free-surface height. f is the Coriolis param-
eter, F, and F, are the horizontal momentum diffusivity terms, Pand
qo are the hydrostatic and non-hydrostatic pressures, respectively,
and K, is the vertical eddy viscosity coefficient.

(4)

0z

2.1. Model for finite-sized turbine arrays

To incorporate a finite-sized array of tidal turbines in the FVCOM
simulations, we consider a streamwise momentum sink [30] in the
governing equations of the flow to represent the devices [23],
adding a force in Eq. (2) that accounts for the entire turbine farm,
FtFarm, as follows:
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This force term represents the entire turbine array in the flow at
large scales, and the device interactions within the array that cannot
be resolved by the grid resolution in the OCM. In this investigation,
we implement the new version of Firm derived by Soto-Rivas et al.
[28], based on the analysis of high-resolution simulations of stag-
gered turbine arrays. High-fidelity numerical simulations validated
with experimental data [28,31] are employed to inform large-scale
models and derive expressions for the thrust coefficient that repre-
sents the integrated effects of a finite number of turbines, Cegarm,
which considers the turbine distribution in the farm as follows:

D L
CtFarmi y X (6)
C{ Sx D Ly
e -ap)](s) 5o

Here, Sy and Sy are the separation distances between devices in the
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streamwise and spanwise directions respectively; D is the diameter
of the turbines represented as an actuator disk; Ly is the length of
the farm in the streamwise direction, and L/Sy is the number of
rows of devices that comprises the farm; finally § = 0.39, v = 0.72,
a = 0.25, and { = 0.57 are coefficients obtained from the spatial
integration of the high-resolution simulation results [28]. There-
fore, the force that represents the turbine array is:

Firarm = %puzAdCtFarmNb (7)
where Aq is the area of turbine rotor, assumed as an actuator disk;
N is the total number of devices per grid cell. The magnitude of the
streamwise velocity u corresponds to the instantaneous solution at
the grid cell in the vertical layer where the turbines are located.

The orientation of the horizontal-axis turbines is considered in
the main streamwise direction of the channel, as the East-West
direction dominates the flow in all the sites where we evaluate
the installation of arrays. It is important to note that we only modify
the momentum conservation equation in the x-direction (Eq. (5))
since the coefficient Crqrm Was obtained by Ref. [28] has been tested
and validated using a flow predominantly aligned to the turbine
axis, where the lateral velocity, v, is negligible compared to u. Later,
in section 4 below, we show that this assumption is valid for the
Chacao channel because the flow is nearly parallel to the turbine
arrays in all the locations we study the flow.

For the turbulence closure, we implement the Mellor-Yamada
model [32]. Since we are interested in the far-wake effects of tur-
bine arrays, we do not introduce additional modifications to the
TKE equations of the turbulence closure, which would require
additional parameterizations of the turbine effects on the velocity
fluctuations and turbulence production [19,33].

3. Methodology

We perform numerical simulations for the extension of the
Chacao channel of 18 km, shown as the zone highlighted in orange
in Fig. 1. The domain is discretized with a total of 4,000 nodes in the
horizontal directions and ten layers in the vertical direction. For the
vertical discretization, we use the sigma-layer approach, which
evenly divides the total depth. Each case shows the results of 45
simulation days between March and June 2012. The boundary
conditions for the inlet and outlet of the channel are obtained from
the entire domain shown in Fig. 1 using the one-way nesting option
of FVCOM, since the velocity deficit effects produced by turbine
arrays are recovered in these domains. Meanwhile, the larger
domain boundary conditions are the tides provided by Ref. [10]. The
model is built upon the validated FVCOM simulations of [10]. The
bottom roughness is also defined through a characteristic scale
zp = 40 mm, which corresponds to the value previously defined in
the model for a resolution of 50 m in the Chacao Channel by this
previous investigation.

In the previous analysis of the FVCOM results for this area and
resolution by Ref. [10], measurements of tidal gauges and ADCP
stations installed through the channel were compared with simu-
lated tidal amplitudes and currents. Their results showed 95%
confidence intervals in the amplitude replication of the M2 tidal
component, and a relative difference of less than 10% time-
averaged vertical profiles of horizontal speeds (for details on the
model validation, the reader is referred to Ref. [10]).

3.1. Location of the turbine farms

The sites that are analyzed for the turbine array installations are
selected using technical criteria that depend on the depths and
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velocities, excluding regions that are protected or exclusive for
navigation and fishing activities, as shown in Fig. 2. We initially
analyze the flow in the Chacao channel, simulating the current
conditions without devices, to choose the most suitable locations to
harness tidal energy using a finite-sized farm. The operational
range of depths and velocities at the sites are selected by consid-
ering devices that have been already installed in similar environ-
ments [34,35]. We simulate turbines with a rotor diameter
D = 10 m and a hub height zp,, = 12 m, which corresponds to the
dimensions of a Sabella D10 turbine [34,36]. The cut-in and cut-out
speeds are equal to 0.4 m/s and 4 m/s, respectively.

We analyze an area with depths between 40 m and 85 m, as
shown in Fig. 2, showing the instantaneous minimum and
maximum water depths in conditions without turbines and the
location of the restricted zones in the channel enclosed by the
dashed lines. The absolute values of the time-averaged velocities
are shown in Fig. 3, which are also an indication of the mean
available power. The flow is divided into two regimes: flood (where
the flow goes from West to East) and ebb (directed from East to
West). In Figs. 2 and 3, the gray regions are outside the depth and
velocity angle limits.

According to the depth and velocity shown in Figs. 2 and 3, we
select three different locations labeled as cases A, B, and C, as shown
in Fig. 4. By choosing three sites for the arrays across the channel,
we aim to compare the flow-farm interactions under the influence
of different local conditions. The dimensions of each zone are
determined by the area occupied by the turbine arrays, which are
composed of 27 devices distributed in an efficient staggered form
[37—39]. The separation between devices in the streamwise di-
rection is equal to 5D (500 m), as proposed in the literature [40].
The lateral separation is equal to 4D (400 m), to avoid significant
interactions among the wakes that can reduce the performance of
the turbines [27]. With these parameters, the dimensions of each
MHK zone are 300 x 200 m? as shown in Fig. 4.

3.2. Bathymetry characterization to evaluate the grid resolution

For each site A, B, and C, we first analyze the statistics of bed
elevation in the local bathymetry. The resolution of the grid dis-
cretization of the OCM needs to capture accurately the relevant
bathymetric features that interact with the turbine array. To better
understand the minimum resolution required in our configuration,
we employ the high-resolution bathymetric dataset of 10 m [10] to
identify the dominant scales of the bed, by using the variogram
method [29] in two dimensions. A variogram vy provides the degree
of linear scale dependency of a field, and it is defined as half of the
variance of the elevation difference between points, as follows:

N(r) N(r) 2
Zi:l Zj:i+1 (Zi— 7))

where r is the distance between each pair of points, N is the total
number of points in the domain, and Z is the surface elevation. In a
log-log plot of r versus y we can observe that for small r the var-
iogram increases monotonically, meanwhile for r > r¢ the variogram
converges to a saturated value, where r; is a characteristic bedform
length scale that can be understood as the length where the
structures are correlated; i.e., the predominant wavelength of the
bathymetry [41].

Fig. 5 shows the variogram calculated by using the high-
resolution (10 m) bathymetry data in different directions for
zones A, B, and C. For example, for cases A and B, the variograms in
latitude 0° (East direction) show a length scale of around 150 m;
however, after reaching the local maximum, we see an increase or
decrease of the variograms, which is known as cyclicity [42], which

1
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Fig. 1. Grid for the numerical simulations of the Chacao channel in FVCOM. The entire mesh surrounds the entire Chiloé island and is used to obtain the boundary conditions for the
Chacao channel. Meanwhile, the zoom shows the domain we use for all the simulations, which has a higher resolution.
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Fig. 2. Simulated minimum (left) and maximum (right) depth at every point through the time in the Chacao channel without turbines. Gray areas show the points where the
minimum depth is under 40 m, and the maximum depth is over 85 m. Enclosed in dashed lines are the areas where the installation of MHK devices is restricted.

is an effect of the domain size that does not allow for the obser-
vation of larger dominant structures. In the other directions of cases
A and B, there is no clear saturation value, which means the
dominant wavelengths in those directions are larger than the size
of the proposed array. In case C, we also observe cyclicity in the 30°
and 60° directions; however, for 0°, we observe a dominant
wavelength of around 150 m. Regarding the amplitude of bedforms,
they are directly related to the variogram. Fig. 5 shows that the
amplitude of case A is smaller than in case B, and they are both
smaller than case C, as observed in the value of the variograms
associated with the local, or global maxima corresponding to the
dominant length scales.

Using this information, we design the computational grid of the
channel incorporating the main scales of the local bathymetry. We

ensure that the size of the discretization elements is equal to or
smaller than 150 m, which was identified as the smaller dominant
length scale of the bed in the variogram analysis (other examples of
the use of variograms for defining the grid-size can be found in the
works of [43,44]). At the top of Fig. 6 we show the FVCOM dis-
cretization of the entire domain with the high-resolution ba-
thymetry data interpolated to the nodes. In the figure, we
emphasize the elements we use around the turbine arrays, which
are 100 m x 150 m (see Fig. 7).

At the bottom of Fig. 6, we show the high-resolution bathymetry
with the interpolated bathymetry over the FVCOM grid in the
longitudinal direction at the center span of zones A, B, and C. In the
figure we show that with the computational grid we resolve the
main bed features in the channel, and observe the small differences
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Fig. 3. Simulated absolute value of the time-averaged velocity at the hub height in the Chacao channel without turbines. Left: Ebb flow. Right: Flood flow. Gray areas show the
points where the velocity is under 0.4 m/s and over 4.0 m/s. Enclosed in dashed lines are the areas where the installation of MHK devices is restricted.
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Fig. 4. Location of the arrays in the Chacao channel labeled as A, B, and C, and colored
by the bathymetry. We also show a schematic of zone C dimensions, which are the
same for zones A and B.

between the high-resolution (dashed lines) versus the grid reso-
lution profiles (continuous lines). From these plots we can also
interpret the variograms: for example, in cases A and B we can see
that the bathymetry is nearly flat, which coincides with the fact that
the bedform length-scales are more extensive than the farm size.
However, in case B we observe larger bedforms than case A,

showing also a larger local maximum in the variogram. Case C has
larger fluctuations in the bed elevations, which are around 5 m (D/
2); meanwhile, case B has fluctuations of 1 m amplitude (D/10) (see
bottom of Fig. 6). The latter is consistent with the variogram that
shows the largest amplitudes in latitude 0° for case C.

3.3. Simulation cases

The resolution of the computational grid is designed to resolve
all the relevant bed features of the channel, based on the scale
analysis of the bathymetry data shown in the previous section. The
turbines are modeled using the actuator disk approach with the
thrust coefficient obtained from the upscaled formulation [28], as
presented in equation (6). A summary of the simulation inputs is
presented in Table 1.

4. Results

We compare the flow in the Chacao channel without devices
(case 0), to the cases with devices in finite-sized arrays (cases A, B,
and C). We run each of the cases independently using the same
computational grid and boundary and initial conditions. Here we
present the changes in the velocity, modeled TKE, and bottom shear
stresses produced by the turbines. We observe not only the effects
in the flow inside the farms, but also the consequences of the
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Fig. 5. Variograms of the bathymetry of the simulated cases in the Chacao channel (marked in Fig. 4), calculated in different directions, where 0° corresponds to the East direction,
and 90°, to the North direction. The data set used for calculating them corresponds to the high-resolution bathymetric data (10 m).
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Fig. 6. Discretized computational domain for the simulations with turbines in FVCOM
for the Chacao channel. Top: Domain colored by the interpolated high-resolution
bathymetric data. The zoom highlights the area where the turbines are simulated;
there, every element has a height of 100 m and a width of 150 m. The rectangles in
purple indicate the exact area of zones A, B, and C. The legend at the left corresponds to
the bathymetry of the entire domain; meanwhile, the legend at the right corresponds
to the bathymetry of the zoomed area. Bottom: Bathymetry at the center-span of the
zones of cases A, B, and C. The continuous lines are the bathymetry used for the
simulations. The dashed lines are corresponded to the high-resolution bathymetry
taken from Ref. [10] every 10 m. The zone occupied by the farms is marked in gray.

100m I | |

150m

Fig. 7. Schematic of the turbine distribution for cases A, B, and C, where Sy is the
distance between rows, and S, is the lateral distance between the center of the disks.
Black lines show the computational grid used in FVCOM for representing the farms,
which are the same purples rectangles highlighted in the zoomed area of Figure.6.

turbines downstream. We also show how the theoretical power of
the farms change according to their location in the channel.

4.1. Base conditions: Chacao channel simulations without turbines

To define the baseline conditions before analyzing the impacts
of installing a finite array of turbines in the channel, we run nu-
merical simulations without devices, and then we average the re-
sults separating flood and ebb regimes. The flood regime is defined
as all the time periods when the flow goes from West to East, while
the ebb regime occurs when the flow goes from East to West. We
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Table 1

Main variables for the simulated cases in FVCOM.
Parameter Value
Turbines diameter (D) 10 m
Hub height (zxup) 12 m
Thrust coefficient Cerarm 112
Longitudinal disk separation (Syx/D) 5D
Lateral disk separation (S,/D) 4D
- 4.7
H/zp,, case A
- 5.6
H/zp,p case B
. 6.2
H/zp,, case C
Simulation time 45 days
Bottom roughness (zo) 40 mm
Grid nodes 4,164
Sigma layers 10

note that by “upstream of the farm”, we refer to the West side of the
turbines during the flood regime and the East side of the farm
during the ebb regime.

Fig. 8 shows the time-averaged velocities in the zones A, B, and C
before incorporating turbine arrays. All results are taken from every
zone center span at a distance from the bottom equal to the hub
height. In the figure, we observe that for all cases, the average ve-
locity is over 0.7 m/s. As mentioned before, we observe an asym-
metry between the ebb and flood regimes; at the edge of the farm
zones, all cases have a higher velocity intensity in the ebb regime,
however inside the farm case C shows a higher intensity for the
flood. Another aspect to notice is that in the flood regime, the C case
incidence velocity is more than 12% higher than the other cases;
meanwhile, only minor differences among cases exist for the ebb
regime.

The direction of the flow is also related to the energy that can be
extracted by MHK devices, and the Cigry coefficient was designed
for flows nearly aligned to the turbine axis. Fig. 9 shows the velocity
angle before incorporating turbines in the model, where 0° corre-
sponds to a constant latitude. We observe that all the cases have a
misalignment of less than 6°, except in case C for the flood regime,
which shows a misalignment of around 8°, but this condition is
within a reasonable approximation to fully aligned flows with
respect to the turbine array [45,46].

In the analysis of the modeled TKE obtained from the turbulence
closure, in Fig. 10 we observe points of high intensity, located at the
center span of every zone and at the top of the turbine height, since

Flood
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B
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Fig. 8. Absolute velocity in the streamwise direction, u, at the hub height, before
simulating turbines in zones A, B, and C (see Fig. 4). The points are at the center span of
every zone. In the streamwise direction, the profiles go from 45D (450 m) upstream to
the center of the farm location (x/D = 0), to 45D (450 m) downstream. The gray areas
indicate the location of the farms in the next simulations; meanwhile, the black arrows
indicate the flow direction.
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these areas are expected to exhibit significant changes when tur-
bines are installed. The figure shows that for the flood regime, case
C has the highest TKE, and case A has the lowest; however, in the
ebb regime, the opposite occurs. This situation is explained by the
bathymetry of the channel that changes significantly the flow
structure coming from different sides on each regime, and it is a
clear example of a directionally-dependent flow resistance in these
tidal channels.

From the FVCOM simulations we can obtain the resolved shear
stress at the bed 7p, as follows:

(Tox: Toy) = CaV U2 +v2 (u,v) (9)
where the bottom drag coefficient Cy is determined as:

2
Cy = max <ln s /z0 0.0025) (10)

here, k = 0.4 is the von Karman constant, and zg is the bottom
roughness parameter of the bed surface, which is equal to 40 mm in
all the simulations [10]. Finally, zgp, is the height of the first sigma
layer above the bottom, which is around 3 m for the zone A, 3.5 m
for the zone B, and 4 m for the zone C. The bed stress 7, depends on
the local velocity and the distance of the first sigma layer from the
bed (see equations (9) and (10)). The value of zg is obtained from the
previous calibration of FVCOM using ADCP data (see Ref. [10] for
details). Fig. 11 shows the bottom shear in the flood regime for the
three sites with arrays, with differences over 10%, right upstream of
the turbine farms. For the ebb regime, however, the differences are
much smaller.

4.2. Chacao channel simulations with turbine farms

We present the changes in the flow caused by finite-sized tur-
bine arrays by comparing the cases with devices with the base case.
We calculate the absolute change, which is the direct difference
between the cases with turbines minus the base case, as well as the
percent difference between the results of the simulation. A per-
centage change equal to 100% means the variable doubles its value
with respect to the base case.

In Fig. 12, we show the difference in the velocity with respect to
the base case in slices across the center of the turbine array. As
expected, we observe a pronounced velocity deficit generated by
the turbines in all three cases. The figure shows that the wakes are
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Zone Case C |-

5 ——__ <

Incidence angle (°)

Incidence angle (°)

10 50

0
z/D
Fig. 9. Incidence angle of velocity at the hub height, before simulating turbines in
zones A, B, and C (see Fig. 4). The points are at the center span of every zone. In the
streamwise direction, the profiles go from 45D (450 m) upstream to the center of the
farm location (x/D = 0), to 45D (450 m) downstream. The gray areas indicate the
location of the farms in the next simulations; meanwhile, the black arrows indicate the
flow direction.
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Fig. 10. Modeled TKE obtained from the turbulence model, at a position equivalent to
the top turbine height, before simulating turbines in zones A, B, and C (see Fig. 4). The
points are at the center span of every zone. In the streamwise direction, the profiles go
from 45D (450 m) upstream to the center of the farm location (x/D = 0), to 45D (450 m)
downstream. The gray areas indicate the location of the farms in the next simulations;
meanwhile, the black arrows indicate the flow direction.
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Fig. 11. Bottom shear, 75, before simulating turbines in zones A, B, and C (see Fig. 4).
The points are at the center span of every zone. In the streamwise direction, the
profiles go from 45D (450 m) upstream to the center of the farm location (x/D = 0), to
45D (450 m) downstream. The gray areas indicate the location of the farms in the next
simulations; meanwhile, the black arrows indicate the flow direction. The shear stress
is expressed at the shear-velocity squared 7,/p = u?, which has the same dimensions
as the TKE.

different among the cases in direction and magnitude, even though
the simulated farm is the same. For example, the wakes for cases A
and B are nearly straight; meanwhile, the wakes for case C show a
slight deviation of less than 10° for ebb and flood. Additionally,
Fig. 12 shows that the cases with higher undisturbed velocity (see
Fig. 8) have a higher absolute velocity deficit, which is in agreement
with the results of [47].

We also calculate the percent velocity deficit for each case at the
hub height, and the farm center span and in Fig. 13, we show that
the highest deficit occurs just at the end of the farm for all the cases,
and is around 15%—20%. The figure also shows that there are no
considerable differences in the percent deficit inside the farms, nor
the maximum between the cases. Downstream, Fig. 13 shows that
all the cases reach a wake recovery of 95% around 45D to 60D
beyond the farm for the flood regime and 50D to 65D for the ebb. In
Fig. 13 we can also observe that case A has a higher percent velocity
deficit than the other two cases, which means in that case, the
velocity takes more distance to recover.

The results for the TKE are quite different than the velocity since
the model cannot capture the turbulence increase in the near-wake.
However, we can still reproduce the location of the maximum in-
crease and the magnitude beyond 8D downstream [33]. Fig. 14
shows the TKE increase generated by the turbine arrays at the
center span and the top of the turbines, where the most significant
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Fig. 12. Slices at farm center colored by the absolute velocity deficit in the streamwise direction, in m/s, with respect to the results of case 0. From left to right, cases A, B, and C, for
the flood (top) and ebb (bottom) regimes. White diamonds indicate the center of the farms.

Flood
0 ‘ : ‘ ‘ . :
IS J —o—Case A
SL = A —o—Case B ||
bl . Case C
g 10l
< 10 i
S 5| o -~ |
3 / T ~e—e—ou1
= 0 =aer—F L L L L L P Sy
-40 20 0 20 40 60 80 100 120 140 160
z/D
Ebb
20 T T T T T T
X
N o
g
E=|
g
k] 1
2
& 1
S
s
= —od

Fig. 13. Percent change the absolute velocity in the streamwise direction, u, at the farm
center height due to the device's installation. The points are located at the farm's
center span. The position of the farms is highlighted in gray; meanwhile, x/D = 0 is the
center. The black arrows indicate the flow direction.

changes occur. This figure shows that the percent TKE increment is
considerably higher for case A than for the other cases, in both
regimes. This is noteworthy since case A is the zone with the
highest initial TKE for flood and the lowest for the ebb, and it also
has the largest increment. The results reveal qualitatively the
changes and should be taken with caution, as the turbulence model
cannot resolve precisely the TKE inside the array, as explained in
section 2.1.

Regarding the bottom shear, Fig. 15 shows a positive deficit of 7,
which has also been seen in other studies [47,48]. The reduction in
the bottom shear is a consequence of the velocity reduction in the
vicinity of the farms. However, as reported in previous work [33],
the bed stresses shows a local increase in the near field captured by
3D models, due to the acceleration of the flow underneath the
devices, which cannot be observed in the averaged velocity deficit.
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Fig. 14. Percent change the modeled TKE increment at the height of the top turbines
due to the device's installation. The points are located at the farm's center span. The
position of the farms is highlighted in gray; meanwhile, x/D = 0 is the center. The black
arrows indicate the flow direction. The 100% are the results of case 0 in the same
location as the other cases.

To determine if we could resolve this effect, we performed an
additional simulation (not shown here) with the same boundary
conditions but with a significantly higher vertical resolution to see
if we captured any local acceleration, but the results did not pro-
duce changes on the vertical profiles of velocity and TKE distribu-
tions. These results suggest that different numerical approaches are
needed to study scour, which cannot be resolved by OCM at these
scales.

In Fig. 15, we also observe that the peak deficit is located at a
distance of approximately 15D downstream of the turbine array,
and case A reaches the maximum deficit of 7, among all the cases.
To study these differences, we compare the TKE near the bottom,
whose main source is the shear induced by the bed. In Fig. 16 we
show that, unlike the TKE at the top of the turbines, the near-bed
kinetic energy decreases with the devices. Particularly, we can
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Fig. 15. Bottom shear stress, 75, deficit due to the device's installation. The points are
located at the farm's center span. The position of the farms is highlighted in gray;
meanwhile, x/D = 0 is the center. The black arrows indicate the flow direction.

25

g
g 15
&

25
K2
s
B 15 b
&

L L L L L L

L L
-160 -140 -120 -100 -80 -60 -40 -20 0 20 40

Fig.16. TKE deficit at the bottom due to the device's installation. The points are located
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x/D = 0 is the center. The black arrows indicate the flow direction.
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observe that in all the cases, the highest TKE deficit downstream of
the farm coincides with the location of the highest 7, deficit.
Finally, we compare the performance of all the cases by calcu-

lating the averaged theoretical extractable power P. We compute
the momentum difference multiplied by the averaged-velocity in
different control volumes around each farm. Fig. 17 shows that the
power is more significant in ebb than in flood regime for cases A
and B. In case C, howeverm, it is the opposite condition. We also
observe that case C has the highest power for the flood regime, and
case A has the highest power in the ebb regime. The extractable
power is approximately 1 MW, but this estimation does not
incorporaye the efficiency of the devices.

5. Discussion

Comparing the base condition with the installation of finite-
sized arrays, we observe that the percent change of velocity in
the vicinity of the turbines is similar despite the differences in the
initial velocity. On the other hand, downstream of the farms we
observe that case A has a wake that takes a longer distance to
recover, compared to B and C, particularly in flood regime. This
coincides with the lower magnitude of the TKE upstream of case A
in the flood regime (see Fig. 10), which has a lower impact on the
momentum mixing, and consequently a slower wake recovery. We
also observe that the initial velocity incident angle also has no
relation with the wake downstream the farms, considering that all
the cases have a small incident angle, less than 8°. In case C, the
incident flow to the turbine array shows a considerable misalign-
ment only for flood regime (see Fig. 9), but the wake has a similar
orientation for ebb and flood. In this case, the wake is therefore
affected by the proximity to the coastline.

The percent change of TKE increases at the top of the disks
because of the shear layer generated by the turbines. This increase
of the TKE does not interact with the free surface, due to the depth
of the devices in all three cases. We observe that case A has the
most elevated percentage TKE increment at this vertical position,
since the turbine array is a significant obstacle in a section of the
channel with smooth terrain. The TKE magnitude near the bed
decreases due to the reduction of the velocity produced by the
devices, which also induces lower bed stresses. Inside the arrays,
the percent changes of both variables are similar among the cases
compared to the base conditions. However, downstream of the
farms we observe differences on the wakes: case A has the highest
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Fig. 18. Difference in the bottom shear, A7,(m?(s?), caused by the farm installation in case A, where a positive difference implies a decrease in the bottom shear. Right figure
corresponds to the flood regime, and left figure, to the ebb. Black rectangles indicate the area occupied by the turbines; meanwhile the arrows indicates the flow direction.The shear
stress is expressed at the shear-velocity squared ,/p = u2, which has the same dimensions as the TKE.
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relative deficit of TKE and bed stresses, and case C has the lowest.
We do not observe a relationship between the initial conditions
that can explain these differences, but we believe that since smooth
bathymetries exert less resistance to the flow near the bottom, the
resistance generated by the turbines is more significant than in the
rough bathymetry of case C.

To study the changes in the bottom shear it is relevant to predict
the modifications on the sediment transport regime induced by the
array, which would also require detailed long-term measurements
of morphodynamic processes for validation. The spatial distribu-
tion and fluctuations of 75, however, can be used as representative
variable to identify zones are more likely to have erosion and
deposition [36]. Fig. 18 shows the difference in the bottom shear of
the base case minus the case A, for the flood and ebb regimes. We
observe that the turbines would likely cause a sediment deposition
downstream the farm that would be more noticeable from the farm
ends to around two times the farm size downstream. This is
consistent with previous experiments [49], which showed that the
sediment is accumulated downstream of two turbines aligned one
behind the other; however, they also exhibited erosion in the very
near wake (less than 3D) of the upstream device, which is smaller
than our horizontal resolution and it is not captured here, as pre-
viously discussed. We also observe in Fig. 18 a slight increase on the
bed stresses at the sides of the farms, which would trigger an
erosion process in the area.

The theoretical averaged power P of each farm is computed to
observe how its magnitude is related to the turbine array location.
The results show that power indeed depends directly on the base-

line conditions without turbines. The magnitudes of P and TKE
show a maximum for case C for flood and in case A for ebb, which
are the cases with higher initial TKE for flood and ebb, respectively.

6. Conclusions

In this work, we carried out an analysis of finite-sized turbine
arrays in the Chacao channel via numerical simulations of MHK
devices using FVCOM coupled with a turbine extension [23]. We
incorporated an improved representation of turbine farms by
adding an extension to the thrust coefficient, Cirgrm, derived from
high-resolution numerical simulations [28]. We performed three
independent simulations with the same turbine array installed at
different locations with different bathymetry features. To ensure a
correct resolution of the discretization, we carried out a variogram
analysis to identify the predominant lengthscales of the channel
bed. The theoretical extractable power was closely related to the
magnitude of the inlet velocity, but also with a higher ambient TKE.
The percentage change of the other monitored quantities showed
that smoother bathymetries can have a considerably higher percent
change in TKE and bed shear stresses due to the relative impact that
large turbines produce in the flow field. We observed that velocity
deficits in sites with smoother bathymetries and low initial TKE
takes longer to recover and has a higher percentage increase of TKE
at the elevation of the top of the turbine array. At the channel bed
we observe that rougher bathymetries with bedform amplitudes of
magnitudes around D/2 have a lower percentage of 7, deficit, since
the presence of the turbines means less flow resistance than in
flatter bathymetries.

With our results, we give new insights and information that will
be useful to mitigate the impacts of installing finite-sized farms.
Future investigations will focus on other turbine designs, with
different tower heights and hub and blade designs, considering also
devices installed on floating structures, to predict the effects of the
initial conditions and changes on the interactions with bathymetry
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and waves. We will connect these models with high-resolution
simulations, since the understanding of the factors that control
the performance of MHK devices and affect the physical environ-
ment require to connect models at different scales and resolutions
to improve our predictions.
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